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1 Highlights

• Low-Shot Robustness: Study the effect of limited (~104 images) 

in-domain (ID) data on out-of-distribution (OOD) robustness 
• No single model or initialization is consistently more robust 

across multiple datasets and natural shifts 
• Existing robustness interventions often fail to improve 

robustness across different data regimes

3 Low-Shot Robustness Setting 4 Findings

• Task of interest: Visual classification under natural distribution shifts

2 Motivation

• Standard paradigm: Existing works for evaluating and improving robustness 

almost always assume access to a large amount (~106) of in-domain (ID) data

• The extent to which the current observations 

hold for a lesser amount of ID data remains 

unknown

• Low-Shot Robustness Setting: Pre-trained model 

with a classifier head is trained on few ID images

• We consider three distinct natural 

distribution shifts

• Models and Interventions to Improve Robustness: 

• ImageNet (IN1k) pre-trained models: Supervised ResNet and ViT (DEIT), 

Self-supervised (SSL) ResNets (SwAV, DINO) and ViTs (MSN, DINO) 

• Classifier heads: Logistic Regression, Mean-Centroid Classifier, Baseline++ 

• Robustness interventions: LP-FT, CLIP, WiSE-FT, Model Soups, RobustViT

• We use the effective robustness framework for considering the effect of ID 

accuracy while comparing OOD robustness

• Amongst IN1k pre-trained models, SSL ViTs are often more robust but no 

single initialization or model size is the best across datasets

• Without additional interventions, 

CLIP is worse than IN1k ViTs on 

datasets other than ImageNet

• Robustness in full-shot regime ⇏ robustness in low-shot regimes, as 

interventions fail to consistently ↑ robustness, except CLIP with WiSE-FT
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• Use a bank of standard models to 

establish “baseline” expectations

• A method that exceeds 

expectations is effectively robust

• We study this phenomena in various 

low and full-shot and regimes

• We consider three low-shot regimes 

of increasing difficulty

• Intervention performance is largely dataset and model dependent, but 

weight-space ensembling [1] is promising for low-shot robustness 

• We hope to motivate researchers to focus on this practically important setting! 

[1]  Wortsman, et al. "Robust fine-tuning of zero-shot models.” CVPR. 2022.
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