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ABSTRACT

Artistic style transfer aims to transfer the style characteristics
of one image onto another image while retaining its content.
Existing approaches commonly leverage various normaliza-
tion techniques, although these face limitations in adequately
transferring diverse textures to different spatial locations.
Self-Attention based approaches have tackled this issue with
partial success but suffer from unwanted artifacts. Motivated
by these observations, this paper aims to combine the best of
both worlds: self-attention and normalization. That yields a
new plug-and-play module that we name Self-Attentive Fac-
torized Instance Normalization (SAFIN). SAFIN is essen-
tially a spatially-adaptive normalization module whose pa-
rameters are inferred through attention on the content and
style image. We demonstrate that plugging SAFIN into the
base network of another state-of-the-art method results in en-
hanced stylization. We also develop a novel base network
composed of Wavelet Transform for multi-scale style trans-
fer, which when combined with SAFIN, produces visually
appealing results with lesser unwanted textures.

1. INTRODUCTION

Artistic style transfer is the task of extracting style and tex-
ture patterns from one image and transferring them onto the
content of another. Initial work by [3] employed an optimiza-
tion based approach. This approach was replaced by feed-
forward networks that could generate the images in a single
forward pass [4] [5], with the major limitation being that these
had to be retrained for every new style image. Further work
on doing multiple-styles-per-model followed [6], though these
could not effectively generalize to new unseen styles.

Further research led to models that perform style transfer
for arbitrary styles [2] [7]. Adaptive Instance Normalization
(AdaIN) [2] was one of the enabling techniques, which ad-
justed the mean and variance of the content image feature-
maps to match those of the style image. The transferred re-
sults, though often decent, also appear to be over-simplistic
and lack fine details, since only simple statistic moments were
drawn for content-style matching. Following this idea, many
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Fig. 1: Stylization results. A few stylization results gener-
ated using SAFIN with our base network.

other normalization based approaches such as Batch-IN [9]
and Dynamic-IN [8] were proposed.

Despite much progress being made on normalization-
based techniques, one remaining challenge lies in the lack of
ability to transfer different textures to different spatial loca-
tions of the image with semantic awareness. Although spa-
tially adaptive normalization has been recently used to good
effect in other tasks [17, 1], similar ideas have not been ex-
plored in style transfer yet.

Attention-based models [10] [11] have shown another
successful stream in style transfer. They attempt to resolve
this limitation by employing self-attention over the spatial di-
mensions when transforming the content features. However,
these sometimes cause unwanted patterns in output (Fig. 3).

Motivated by these observations, this paper aims to com-
bine the best of both worlds: self-attention and normaliza-
tion. Our underlying motivation is to make normalization
more spatially flexible and semantically aware. We achieve
this by using a self-attention based module to learn to gen-
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erate the parameters of our spatially-adaptive normalization
module. We further introduce a new factorized parameter
structure to the normalization layer. The resulting new mod-
ule, called Self-Attentive Factorized Instance Normalization
(SAFIN), has a plug-and-play nature and can boost other
state-of-the-art normalization-based style transfer methods.
In addition, we develop a novel base network composed of
Wavelet Transform for multi-scale style transfer. When com-
bined with SAFIN, visually appealing stylization results can
be obtained without additional artifacts and distortions.

2. RELATED WORK

2.1. Normalization in NST

The essential task in Neural Style Transfer (NST) is the trans-
formation of content-image features in a way that their style
characteristics match those of the style image.

In optimization based methods (i.e. single-style-per-
model) [5] [4], the use of batch-normalization (BN) [13] was
purely for it’s standard purpose of easing neural network
training. The work by [14] introduced instance-normalization
(IN) and its advantage over batch normalization due to
it’s ability to discard instance-specific contrast information.
With new models performing multiple-styles-per-model or
arbitrary-styles-per-model, normalization (i.e affine shifting
and scaling of mean-variance-normalized content features)
became a way of imbuing the content features with the style
characteristics of the input style. For instance, distinct scal-
ing/shifting parameters are learned for each new style dur-
ing training in Conditional-IN [6], thus allowing the model to
achieve stylization for multiple styles.

The main task in accomplishing arbitrary style transfer
using the normalization based approach is to compute the nor-
malization parameters at test time. AdaIN [2] showed that
even parameters as simple as the channel-wise mean and vari-
ance of the style-image features could be effective. Batch-IN
[9] used a combination of BN and IN whereas Dynamic-IN
[8] used a learned convolutional network to extract the scaling
and shifting parameters given the style and content images.

A major limitation of the current normalization based ap-
proaches is their inability to transfer diverse and fine stroke
patterns from different parts of the style image to the seman-
tically similar regions in the content image (Fig 2). This is
because the normalization is either not spatially adaptive [2]
[9] or lacks an appropriate mechanism to infer and transfer the
diversity in style patterns onto the normalization parameters.

2.2. Other Techniques

WCT [7] performs the transformation on the content features
by using the whitening and coloring transform. Not only does
WCT suffer from transfer of global style characteristics, lead-
ing to less varied stroke patterns, but it is also computation-

Fig. 2: Semantic awareness. Attention-based models show
some capability of matching patterns to decide what texture to
transfer to different spatial locations. SAFIN has no obvious
spillover, whereas WCT and AdaIN suffer from spillovers.

ally expensive and especially slow and memory consuming
for high-resolution images.

Initial attempts to solve the problem of transferring differ-
ent style patterns used a patch-based approach by matching
local statistics between semantically matching patches [18]
[19]. Though these methods achieve visually pleasing results,
their application is limited to content-style combinations with
dense semantic correspondence.

2.3. Attention in NST

Self-Attention [20] has been applied to the problem of style
transfer in SANet [10] since it suggests a potential way to
designate different style patterns to different regions in an im-
age. However, in SANet, the fine-grained nature of the atten-
tion target and direct incorporation within the content feature
maps without further processing sometimes leads to extrane-
ous artifacts and distortions (Fig. 3).

Our method builds upon the ability of SANet and attempts
to avert its drawbacks by using it in a novel manner. We use
the self-attention module as a part of a convolutional network
trained to infer the normalization parameters. This is in con-
trast to SANet, which directly uses the attention output to in-
fer the feature map for the stylized output.

3. APPROACH

3.1. Factorized Instance Normalization (FIN)

We present a novel normalization module called Factorized
Instance Normalization (FIN). Given the content feature maps
Fc ∈ RH∗W∗C we transform the style characteristics of these
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Fig. 3: Extraneous artifacts. SANet produces eye-like ar-
tifacts (zoom in for greater clarity) due to the fine-grained
nature of its attention target while SAFIN does not.

features to match the style characteristics of the style image
while maintaining it’s semantic information. We achieve this
via the following transformation:

FIN(Fc) = γs �
(
γind � Fc + βind

)
+ βs (1)

where Fc ∈ RH∗W∗C is the normalized content feature ob-
tained by applying channel-wise instance normalization on
Fc. � denotes element-wise multiplication.

For the shifting and scaling operations (Eq. 1), we use
two types of learned normalization parameters:

1. γind and βind represent the style independent parame-
ters and are single dimension vectors along the channel
dimension (i.e. γind, βind ∈ RC). These parameters
are meant to capture the shared transformation between
the different style images, by transforming Fc before
the style dependent transformation.

2. On the other hand, γs and βs are inferred from the in-
put style image. γs, βs are 3 dimensional; along the
channel dimension as well as the spatial dimensions
(i.e. γs, βs ∈ RH∗W∗C). Thus, element-wise shift-
ing and scaling of the content features using γs and βs
allows for greater flexibility in transferring diverse tex-
tures to different spatial regions on the content image.
However, to generate rich stylization, it is not enough
to simply use spatially adaptive normalization, since
a mechanism is required that can adequately learn to

derive these normalization-parameters from the input
style image. Thus, γs and βs are inferred from the
style image using a network employing self-attention
followed by convolution. This mechanism is explained
in subsection 3.2.

3.2. Self-Attention Mechanism (SA)

We employ Self-Attention [20] to capture the semantic corre-
spondence between the content feature maps Fc and the style
feature maps Fs (extracted from the encoder) for generating
the style-based normalization parameters γs and βs.

γs = RELU(Wγ ⊗ SA(Fc, Fs)) (2)

βs = RELU(Wβ ⊗ SA(Fc, Fs)) (3)

Here Fc, Fs ∈ RH∗W∗C are channel-wise instance nor-
malized content and style feature maps respectively. Wγ , Wβ

represent 1 ∗ 1 convolutional layers and ⊗ denotes the convo-
lution operation. Our Self-Attention module (SA) is similar
to that used by [10], though it is employed for a different pur-
pose. [10] used self-attention to directly modify the content
feature maps, whereas we instead use it to generate the style-
dependent normalization parameters of our FIN module.

3.3. Wavelet Transform

For better preservation of content features in the stylized out-
puts, we use Wavelet Pooling (to replace Max Pooling) and
Wavelet Unpooling (to replace Upsampling) [24], a pooling
technique which allows exact reconstruction due to it’s in-
vertible nature. This technique has been previously employed
in photo-realistic style transfer [12], but not, to the best of our
knowledge, in artistic style transfer.

Wavelet pooling uses four distinct pooling kernels
{LLᵀ, LHᵀ, HLᵀ, HHᵀ} at every pooling layer, made by
combining the high-pass filter Hᵀ = 1√

2
[ −1 1 ] and the

low-pass filter Lᵀ = 1√
2
[ 1 1 ] . We use the terms LL, LH,

HL, and HH to refer to the output of the respective kernel.

3.4. Network Architecture

Figure 4 shows the network architecture, which follows the
commonly employed encoder-decoder structure [2], [7], [10].
The encoder has the same structure as the VGG-19 network,
and the decoder is symmetric to the encoder.

The loss function for training the SAFIN module and the
decoder is given as: L = Lc + λs ∗ Ls, where Lc and Ls are
content and style losses and λs is the weight assigned to the
style loss relative to the content loss.

The content loss is the Euclidean distance between LL
components of stylised output image encoding E(Ics) and
content image encoding E(Ic) extracted from the layer
ReLU 4 1: Lc = ||E4.1LL(Ics)− E4.1LL(Ic)||2
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Fig. 4: Network Architecture. We train a multi-scale encoder-decoder network with two SAFIN modules and Wavelet Trans-
form to stylize the low frequency component (LL, shown through bold lines) as well as the high frequency components (LH,
HL, and HH, shown through dotted lines). AdaIN [2] is used at different scales to further enrich the stylization.

The style loss is the Euclidean distance between mean and
variance of LL components of stylised output image encod-
ing E(Ics) and style image encoding E(Is) from the layers
ReLU X 1 where X ∈ {1, 2, 3, 4}:

Ls =

4∑
k=1

||µ(Ek.1LL (Ics))− µ(Ek.1LL (Ic))||2+

||σ(Ek.1LL (Ics))− σ(Ek.1LL (Ic))||2

Further details of the network architecture are described
in the appendix.

4. EXPERIMENTS

We trained our network using MS-COCO dataset [15] for
content images and WikiArt dataset [16] for style images. The
detailed experimental settings are included in the appendix.
Code and pretrained model are available here https://
github.com/Aaditya-Singh/SAFIN.

4.1. Generalizability

To demonstrate the superiority as well as flexibility of our spa-
tially adaptive normalization technique, we show how SAFIN
module when substituted in to replace the SANet [10] module
within the SANet base network, also mitigates the extraneous
artifacts to some extent (Fig. 5a). The training-loss compari-
son plot (Fig. 5b) shows a lower content loss with the SAFIN
module compared to the SANet module thus demonstrating
that the usage of SAFIN results in better content preservation.
Style losses are similar. Indeed, our module when inserted
into SANet’s base network provides a comparable quality of
stylization along with reduced unwanted distortions.

4.2. Ablation Study

4.2.1. Effect of removal of Self-Attention from SAFIN

In order to understand the effectiveness of Self-Attention
(SA) mechanism within the overall SAFIN module, we com-
pare the results when SAFIN module is replaced with FIN
module (normalization without self-attention) in our network.
From figure 6, it can be observed that while FIN module en-
ables the transfer of general color and texture from the style
image, self-attention allows the network to transfer the style
characteristics from semantically similar regions in the style
image leading to an enhanced stylization.

Further ablation studies and more stylization outputs for
comparison are included in the appendix.

4.3. Quantitative Analysis
We also conducted an extensive survey for a thorough quan-
titative analysis. There were 25 participants and 40 sets of
content-style image pairs along with their stylization outputs
using 4 different methods - SAFIN (with the base network),
SANet, WCT and AdaIN. For every set, each participant was
asked two questions:

• To choose the best stylization, i.e. which method leads
to the best color and texture transfer.

• To choose which stylization caused the least amount of
unwanted artifacts and distortions.

The results (Fig. 7) show that our method is preferred by
users against other methods, providing better or comparable
stylization without leading to additional distortions.

5. CONCLUSION

In this paper, we propose a novel module called SAFIN
which combines normalization and self-attention in a unique
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(a) SAFIN module when substituted in place of the SANet
module in SANet’s base network, leads to reduced unwanted
distortions.

(b) Training loss comparison: SANet’s base network with SANet’s
style transfer module vs SAFIN module.

Fig. 5: SAFIN (with SANet’s base network) vs SANet.

Fig. 6: Effect of removal of Self-Attention (SA) module.
FIN transfers the general color and texture patterns but causes
spillovers, whereas SAFIN produces a more semantically co-
herent stylization.

Fig. 7: User Survey Results. SAFIN with our base network
causes the least amount of artifacts and distortions without
compromising the stylization quality.

way to mitigate the issues with previous style transfer tech-
niques. Extensive experiments demonstrate its effectiveness.
We show the generalization capability of the proposed mod-
ule by showing how it improves the stylization and losses of
another state-of-the-art method when incorporated within its
base network. We also develop a novel base network com-
posed of Wavelet Transform for multi-scale style transfer that
helps in preserving more content information. Experimental
results illustrate the effectiveness of the proposed method.
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1. MOTIVATION

To elaborate more on the motivation of combining self-
attention and spatially adaptive normalization, we present the
specific drawbacks with current techniques.

Fig. 1: Fine textures. Using spatially adaptive normalization
(in SAFIN) can help capture fine-textures and provide a more
vivid stylization compared to AdaIN.

Having spatially adaptive normalization provides greater
capability of capturing and adapting fine textures thus lead-
ing to richer and more vivid stylization when compared to
normalization methods that are not spatially adaptive (Fig. 1).

With SAFIN, we also attempt to bridge the gap towards
semantically-aware style transfer. This is not possible in
AdaIN due it’s lack of spatial adaptivity. This is also not
possible in methods like WCT that perform style transfer us-
ing global characteristics. To demonstrate the potential of
attention-based models, we present a simplified case (Fig. 2)
in which we see how the lack of semantic awareness when
using techniques which perform global style transfer leads to
spillover effects.

* Equal contribution
† Currently affiliated with IBM Research

Fig. 2: Semantic awareness. Attention-based models show
some capability of matching patterns to decide what texture
to transfer to different spatial locations on the image. SAFIN
has no obvious spillover, unlike WCT and AdaIN that suffer
from spillovers

SANet [1] attempts to resolve the problem of content dis-
tortion using additional loss terms that require careful hyper-



Fig. 3: Slight distortion of facial features in SANet. Even
small distortions could potentially lead to a different mean-
ing. Here, the positioning of the eyes changes the direction in
which the person is looking.

parameter selection. Inspired by the work of [2], we approach
this problem instead by using Wavelet Pooling and Unpooling
to replace the Max Pooling and Upsampling operations, since
the Haar Wavelet Transform kernels can help achieve better
reconstruction on the semantic level. Figure 3 shows how
SANet might cause image distortion. Sometimes, even small
distortions can alter the meaning of a photograph. Therefore,
faithful image reconstruction becomes a desirable property of
style transfer methods.

Perhaps more importantly, SANet suffers from extraneous
artifacts and distortions due to the the fine-grained nature of
its attention target and direct incorporation within the content
feature maps without further processing (Fig. 4). On the other
hand, we use the self-attention as a part of a convolutional
network trained to infer the normalization parameters.

2. NETWORK ARCHITECTURE DETAILS

2.1. SAFIN module

Figure 5 describes additional details of the proposed SAFIN
module. We employ self-attention mechanism [3], [4] to cap-
ture the semantic correspondence between the content feature
maps Fc and the style feature maps Fs extracted from the en-
coder for generating the style-based re-normalization param-
eters γs and βs. The Self-Attention (SA) Module is similar
to that used by [1]. Fc and Fs are the channel-wise mean-
variance normalized content and style feature maps respec-
tively. Attention between Fc

i
and Fs

j
is calculated as fol-

lows:

SA(Fc
i
, Fs

j
) =

∑
∀j
exp(f(Fc

i
)T g(Fs

j
))h(Fs

j
)∑

∀j
exp(f(Fc

i
)T g(Fs

j
))

(1)

Fig. 4: Extraneous artifacts. SANet produces eye-like ar-
tifacts (zoom in for greater clarity) due to the fine-grained
nature of its attention target while SAFIN does not.

Fig. 5: SAFIN Module.

where f(Fc) = Wf ⊗ Fc, g(Fs) = Wg ⊗ Fs, and
h(Fs) = Wh ⊗ Fs and Wf , Wg , and Wh are learned weight
matrices that are implemented as 1 x 1 convolutions. Here, i is
the output position index and the index j enumerates over all
possible positions. We then obtain γs and βs from SA(Fc, Fs)
by using a single layer convolutional network:

γs = RELU(Wγ ⊗ SA(Fc, Fs)) (2)

βs = RELU(Wβ ⊗ SA(Fc, Fs)) (3)

Wγ , Wβ represent 1 ∗ 1 convolutional layers and ⊗ de-
notes the convolution operation.



2.2. Network Architecture

This subsection describes additional details about the base
network architecture (Fig. 4 in the main paper).

We apply SAFIN module to the low frequency LL com-
ponent (of the image encoding output of the layer ReLU 4 1)
for capturing smooth surface and texture information and the
high frequency components LH, HL, and HL (encoding out-
puts of the layer ReLU 3 4) to stylize edges. For an enhanced
low-level stylization (eg: colors) and high-level stylization
(eg: contours) without compromising the inference speed,
we replace the Whitening and Coloring Transform (WCT) [2]
used in the lower layers of the encoder with Adaptive Instance
Normalization (AdaIN) [5] module.

3. ABLATION STUDY

3.1. Experimental Settings

We trained our network using MS-COCO dataset [6] for con-
tent images and WikiArt dataset [7] for style images, both of
which contain approximately 80,000 images. We use Adam
optimizer [8] with learning rate = 10−4, lr-decay = 5 ∗ 10−5

and a batch size of 8 content-style image pairs. Style loss
weight λs is set to 10 after performing grid search on the hy-
perparameter space. For training, we first resized the images
to 512 x 512 pixels followed by randomly cropping 256 x 256
pixels. As both the SAFIN module and the base network are
fully convolutional, any input size can be used during the time
of testing.

3.2. Effect of stylizing only LL component through
SAFIN

[2] showed that stylizing LL component of the encoder affects
the surface or texture information whereas high frequency
components (LH, HL, HH) affect the edges. Therefore, we
apply SAFIN module to both the low frequency and the high
frequency components for an overall rich stylization. Fig-
ure 6 shows the effect of removal of SAFIN module from the
high frequency components. It can be seen that stylizing high
frequency components leads to better stylization because of
sharper edges and boundaries.

More stylization results for comparison have been in-
cluded (Fig. 7).
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Fig. 7: Stylization results. Further stylization results for comparison (zoom in for greater clarity)
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